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Abstract. The phase diagram of the organic superconductor (TMTSF)2PFg has been revisited using trans-
port measurements with an improved control of the applied pressure. We have found a 0.8 kbar wide pres-
sure domain below the critical point (9.43 kbar, 1.2 K) for the stabilisation of the superconducting ground
state featuring a coexistence regime between spin density wave (SDW) and superconductivity (SC). The
inhomogeneous character of the said pressure domain is supported by the analysis of the resistivity between
Tspw and Tsc and the superconducting critical current. The onset temperature Tsc is practically constant
(1.20 + 0.01 K) in this region where only the SC/SDW domain proportion below Tsc is increasing under
pressure. An homogeneous superconducting state is recovered above the critical pressure with Tsc falling
at increasing pressure. We propose a model comparing the free energy of a phase exhibiting a segregation
between SDW and SC domains and the free energy of homogeneous phases which explains fairly well our
experimental findings.

PACS. 71.10.Ay Fermi-liquid theory and other phenomenological models — 74.25.Dw Superconductivity

phase diagrams — 74.70.Kn Organic superconductors — 75.30.Fv Spin-density waves

1 Introduction

The question of competition between a magnetic state and
a superconducting (or even only metallic) state is one of
the key actual features in the domain of strongly corre-
lated electrons. This point is extensively studied in lamel-
lar superconductors such as the high-T. copper oxide su-
perconductors [1] and heavy fermion compounds [2]. Such
a competition is also common in organic materials and
an antiferromagnetism(AF)-superconductivity (SC) coex-
istence region has been observed recently in the x-(BEDT-
TTF)2X compounds under well controlled pressure [3,4].
An even better characterised systems featuring the com-
petition of AF(or SDW) and metal or superconductivity is
formed by the quasi-one dimensional organic superconduc-
tors of the (TM)2X family, i.e. the Bechgaard-Fabre salts.
Even after 25 years of investigation this competition and
the exact transition from magnetism to superconductiv-
ity remains unclear [5-8]. In particular, the prototype and
most studied compound, (TMTSF)2PFg, has an ideal po-
sition in the pressure-temperature phase diagram and an
improved experimental setup allows now for investigation
of this transition.

In the framework of the Fermi liquid picture, which is
expected to be valid in this low temperature part of the
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phase diagram, it is well known that the formation of a
SDW phase in the Bechgaard salts is due to a large Kohn
anomaly, associated to an almost perfect nesting of the
metallic Fermi surface. When a pressure is applied, the
nesting properties are spoiled, which causes a decrease
of the ordering temperature Tspw, up to a critical pres-
sure p., at which Tspw vanishes as observed in the ti-
tle compound where Tspw = 12 K at ambient pressure
and becomes a superconductor under high pressures with
a critical temperature in the kelvin range [9]. However,
it has been noticed in the first experimental reproduc-
tion of organic superconductivity under pressure [10] that
both SC and a metal-insulator transition appear to coex-
ist in a narrow pressure domain upon cooling. Such in-
vestigation of the phase diagram of the parent compound
(TMTSF)2AsFg by Brusetti et al. [11] has led to similar
observations. Then we may add that such competition is
also observed in (TMTSF),ClO4 [12] where anion disor-
der is now the driving parameter. Using EPR at low field
with helium gas pressure techniques in (TMTSF)sPFg un-
der pressure, Azevedo et al. [13] have reported the exis-
tence of a transition between a SDW phase and a super-
conducting one on cooling in a narrow pressure domain
(5.5-5.7 kbar). However, they claimed to be able to rule
out the possibility that some parts of the sample are in
the SDW state and other in the superconducting state.
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On a theoretical point of view, the merging of SDW
into the SC state around a critical pressure has been ex-
tensively studied. The precursor work of Schulz et al. [14]
studying the border between SDW and SC states in
(TMTSF)2PFs has suggested two possible scenarios,
namely, the existence of a quantum critical point between
SDW and SC or a first order transition line between the
insulating and superconducting states. On the other hand,
it is well known that, at a pressure lower than the criti-
cal pressure, but close to it, a “semi-metallic” SDW phase
is formed, with small pockets of unpaired charge carri-
ers, because the SDW gap is not opened on the whole
Fermi surface [15]. In some sense, there is a coexistence of
metallic and magnetic phases coming from different parts
of the reciprocal space. The possibility of a microscopic
coexistence of superconducting and SDW phases, at lower
temperature, has been studied in details [16-18]. The con-
clusion was negative, because the density of states of the
unpaired carrier pockets, left by the SDW ordering, is
strongly reduced compared to that of the metallic phase.
Such a reduction drastically decreases the effective super-
conducting coupling gN (0), leading to an exponentially
small critical temperature. For the sake of completeness
we can recall that Machida has proposed a model of mi-
croscopically competing orders coming from the different
parts of the Fermi surface leading in turn to a coexistence
of both orders at low temperature [19].

In this article, using an optimised pressure control, we
reinvestigate the critical region of the phase diagram of
(TMTSF)2PFg, which features the phase boundary be-
tween the spin density wave and the superconducting
state. Studying the temperature dependence of the resis-
tance and the superconducting critical current, we can
obtain some evidence for the existence of an inhomoge-
neous phase forming in the vicinity of the border. We also
propose a simple model which demonstrates that a phase
segregation SDW /SC, with formation of macroscopic do-
mains, is always favourable compared to the homogeneous
phases.

2 Experimental

We worked with a nominally pure (TMTSF);PFg sin-
gle crystal originating from the same batch of high qual-
ity crystals used in a previous study [20]. The crystal
had standard needle shape and dimensions 3 x 0.2 x
0.1 mm?®.The four annular contact geometry was used:
gold was evaporated on the sample and the leads were
attached with silver paste. The contact resistances were
just 2-3 ohms. The high quality of the crystal was con-
firmed by the resistivity ratio (psook/prspw) Of the order
of 1000. All electrical measurements were performed along
the needle a-axis. Linear resistance measurements were
performed using a standard AC low frequency technique.
High critical currents measurements were performed us-
ing a DC pulsed technique described elsewhere [20] with
10 ps short pulses and amplitudes up to 100 mA. The pulse
repetition period was 40 ms, i.e. 4000 times longer than
the pulse. This is enough to avoid Joule heating of the
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sample even at the highest amplitudes of 100 mA. Non-
heating was also checked by the shape of the pulse dis-
played on the oscilloscope. If heating effects were present
at the highest currents (0.3, 1 mA) then the SDW resis-
tance just above T;. should get lower at increasing current.
Of course, as one can find in the Figure 5, there is no dif-
ference in resistances measured in the SDW phase using
currents from 0.001 to 1 mA.

The pressure cell was then plugged on a Helium3 cryo-
stat capable of reaching 0.35 K.

The pressure was applied in a regular beryllium-copper
cell, with silicon oil inside a Teflon cup as the pres-
sure transmitting medium. This liquid does not freeze
abruptly but solidifies continuously thus reducing mechan-
ical stresses and pressure shifts which are common effects
at the freezing points of other liquids. This allowed nu-
merous thermal cyclings of the same sample without no-
ticeable cracks.

However, the drawback of such a technique is the re-
quirement to change pressure only when the cell is warmed
up to room temperature. For an accurate pressure deter-
mination, we used an InSb pressure gauge [21], located
inside the cell close to the sample. The informations from
the pressure gauge can be also cross-checked by the known
phase diagram of (TMTSF);PFg [22]. The InSb gauge was
calibrated at ambient temperature against a manganine
gauge establishing a linear pressure dependence of the re-
sistance at a rate of 2.5%/kbar in the 6-12 kbar range.

The measurements were conducted in 19 consecutive
runs, as follows (see Tab. 1). For all runs, after applica-
tion of the pressure at room temperature, the cell was
then immediately cooled down to 0.35 K. The electrical
measurements done, the sample was warmed back to room
temperature and a subsequent increase or decrease of pres-
sure was immediately applied before cooling again. The
temperature sweep rates in cooling and warming did not
exceed £60 K/h. The change of pressure was checked by
the resistance of the InSb gauge: for instance, a 0.8% in-
crease in resistance determined a 300 bar increment in
pressure (the simultaneous decrease of the resistance at
room temperature was also used as a secondary pressure
gauge). Additionally, the pressure coefficient of the InSb
resistance measured at ambient temperature was equal to
that measured at 6 K. Thus, we confirmed that all pres-
sure steps we made were measured by the InSb gauge with
an accuracy of £30 bar.

Starting in run #1, at a pressure p; = 6.8 kbar,
we were able to sweep a 4 kbar wide region with in-
crements ranging from 300 to 100 bar. From run #1 to
run #16, pressure was always increased in this manner
except a 1400 bar increment for the last run. Then from
run #16 to run #17, we made a large pressure drop of
2350+ 50 bar. This value was calculated from the InSb re-
sistance and also later confirmed by the phase diagram of
(TMTSF)2PFg. That is, the R vs. T curve for this run #17
was almost identical to the curve of the run #10 (both
SDW and SC critical temperatures were found identi-
cal within experimental errors). Small pressure increments
for run #18 and #19 were again performed in the usual
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Table 1. The complete range of pressures applied on the single
crystal of (TMTSF)2PF¢ studied in this work. Number of the
run gives the chronological order of the experiment. Observed
spin-density wave, Tspw and superconducting, Tsc, transition
temperatures are given. The activation energy, A, asymptotic
resistances, Roo and the volume proportion ¢ (vol%) of the
metallic phase when the sample is in the coexistence regime
are obtained from the fits of R vs. T data to the recalculated
Arrhenius law, equation (3).

RUN | pressure | Tspw | Tsc A R c
(kbar) (K) (K) (K) | (mQ) | vol%
1168 7.9 9.38 | 12.1 0.03
2171 7.1
3173 6.6
4175 6.2
51 7.7 5.9
6 | 7.85 5.6
71815 5.3 6.35 | 12.0 0.09
8 | 835 4.7
9 | 845 4.4 5.74 | 11.30 0.2
10 | 8.65 3.8 1.18 5.56 | 10.60 0.3
17 | 8.65 3.8 1.18
11 | 8.75 3.5 1.19 5.58 | 8.772 0.36
18 | 89 2.85 1.21 6.90 | 2.473 1.25
12 | 8.95 2.85 1.21 6.70 | 2.146 1.4
13 | 9.1 2.45 1.21 6.90 | 0.320 5
19 | 9.2 1.8 1.21 6.30 | 0.0452 | 17
14 | 9.3 14 1.21 6.80 | 0.0022 | 89
15 | 9.6 1.195
16 | 11 1.106 100

manner. This procedure allowed us to investigate the pres-
sure domain 8.65-9.3 kbar with a control of the pressure
which could not be achieved in the early studies.

3 Experimental observations
3.1 The metallic state: T > Tspw, T > Tsc

In Figure la, we show the resistance vs. temperature be-
low 20 K for a set of characteristic pressures from 6.8
to 9.2 kbar together with the data at 11 kbar where a
direct metal-SC transition is observed. The temperature
dependence of the resistance in the metallic state (we con-
centrate on temperatures below 20 K) is quadratic, as
expected when the electron scattering is dominated by
electron-electron interactions [23].

We have noticed a shift of the R vs. T curves by a
temperature independent resistance value after each pres-
sure run, without any change of the actual temperature
dependence. The resistance curves are usually shifted 0.1-
0.2 m{2 upwards after each run (see caption of Fig. la).
This effect is most clearly seen in the metallic state below
20 K since the absolute values of the resistance (1-2 m2)
become then comparable to the offset. An example of this
offset is shown in Figure 1a. The two resistance curves are
for run #10 and #17, i.e. they were measured at equal
pressures, but with 7 runs performed in-between. The be-
haviour of run #17 can be made equal to the run #10
provided an offset of 2.5 m{2 is subtracted from the re-
sistance values of the earlier run #10. We tend to relate
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Fig. 1. (a) Resistance vs. temperature curves for the usual set
of pressures (see legend in Fig. 2), the sharpness of the transi-
tions may be fully appreciated. The behaviour above M - SDW
transition is characterised by the unexpected positive pressure
coefficient. This is due to the residual resistance, which in-
creases for consecutive pressure runs. In the inset: A detail of
the minimum in the R vs. T curves. For runs 10 and 17, both
measured at 8.65 kbar, resistance shift amounted to 2.5 mf2.
(b) Resistance vs. temperature squared curves for the given list
of pressures. Low temperature behaviour approaches the 72
law of 3D metals.

this effect to an increase of the residual resistance due
to the cumulative creation of defects after each temper-
ature cycle. We will show later that such defects are not
cracks as they would add junctions in the sample, which
will be easy to detect in the superconducting state. The
added defects, then, could be of point disorder nature of
unknown origin. It should be noted that such phenomenon
was previously unreported. Still, it can not be excluded in
all previous studies, since this extensive thermal cyclings
were not performed before.

However, the metallic state resistance was the only as-
pect influenced by the extensive thermal cycling of the
sample. The values of resistance in the SDW state which
are orders of magnitude higher were not influenced by the
thermal cycling and we could not notice any influence on
the determination of the transition temperatures. Since a
plot of the resistance vs. T? (see Fig. 1b) reveals the exis-
tence of a quadratic temperature dependence below about
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Fig. 2. (a) Logarithm of resistance vs. temperature in cool-
ing, at different pressures. Above the SDW transition (step-
like features) the resistance decreases as expected for a metal.
(b) Tspw is defined as the peak in the derivative of logarithm
of resistance over inverse temperature, d(In R)/9(1/T) vs. tem-
perature, T'. Peaks are shown for the pressures denoted in the
figure above.

12 K with a residual resistance increasing slightly after
each pressure run, we have decided to use the value of the
residual resistance obtained in run #1 as the reference
value, assuming that the sample was the least damaged
in the first run, as compared to all subsequent runs. So
doing, we noticed that the resistance is weakly pressure
dependent at 20 K and becomes insensitive to pressure
below 10 K in the pressure domain investigated.

3.2 The SDW regime: p < 8.6 kbar, T < Tspw

As the SDW regime, we denote the low pressure, low tem-
perature region where the transition to the SDW state is
observed as a sharp increase of the resistance (Fig. 2a)
without any hysteretic behaviour when sweeping temper-
ature up and down. The exact point of the transition is
defined as the temperature of the maximum of the loga-
rithmic derivative of the resistance with respect to the in-
verse temperature, d(In R)/9(1/T) vs. T. In Figure 2b, we
show these maxima corresponding to the R vs. T curves
above. Activation energy values, A, are well defined in-
side broad temperature spans, especially for the pressures
in this regime, 6.8-8.45 kbar (Fig. 3). We note here that
the asymptotic resistance at infinite temperature, R, re-
mains constant in this pressure range as expected in a
standard semiconducting model.
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Fig. 3. Logarithm of the resistance vs. inverse temperature for
the given range of pressures, depicting behaviour in the SDW
phase. Fits to the recalculated Arrhenius law (dotted straight
lines, Eq. (3)) give the same asymptotic resistances, R for the
curves inside the pure SDW region. Inside the SDW /M region
asymptotic resistances decrease by several orders of magnitude.

3.3 The SC regime: p > 9.43 kbar, T < Tsc

This pressure domain has been briefly investigated at two
subsequently applied pressures (9.6 and 11 kbar). A di-
rect transition from a metallic to a superconducting state
was observed. Tsc was defined as the onset of the re-
sistance drop. These two pressures differ only in Tyc,
which are 1.195 £ 0.005 K and 1.106 4+ 0.005 K respec-
tively. The transitions are very narrow (30-40 mK) and
no hysteresis has been observed at Tsc. The remaining
shift of less than 3 mK observed between cooling and
warming curves can be attributed to the finite speed of
the temperature sweep, +£1 mK/s and the thermal iner-
tia of the pressure cell. The mean pressure dependence
0Tsc/0p =~ —0.07 K/kbar is in agreement with the value
already reported by Schulz et al. [14].

3.4 The inhomogeneous SDW regime:
8.6 < p < 9.43 kbar

We denote as the inhomogeneous regime phase space
where both SDW and M (eventually SC) states clearly
manifest. Taking advantage of the good pressure control,
we managed to investigate eight pressure points with the
same sample in this narrow pressure range. They were
measured in two groups of five and of three consecutive
runs (see Tab. 1). The second group was measured after
a large pressure decrease. This decrease was precisely tar-
geted to reproduce a point (8.65 kbar) in the lower end of
the pressure range of interest. This provided a check for
our capability of controlling accurately the pressure and
an opportunity to investigate in more detail this pressure
range in the usual manner by small pressure increments.
As already noted, runs #10 and #17 gave almost iden-
tical R vs. T curves except for the residual resistance
offset.
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Fig. 4. a) Resistance vs. temperature at 9.1 kbar, inside the
coexistence range. Solid and dotted lines denote cooling and
warming, respectively. The extremal hysteretic loop is recorded
when the temperature sweep starts from above Tspw, then
cooling continues through points A, D, through Tsc, and into
superconducting state. Below at least 1 K the sweep may be
reversed and warming proceeds through Tsc, C, E and back
above Tspw into the SDW phase. Different hysteretic loops
appear when temperature sweep is reversed between Tsc and
Tspw. Loop 1: cooled from above Tspw to A, reversed, warmed
to E and further to above Tspw. Loop 2: warmed from be-
low Tsc to C, reversed, cooled to D and further to below Tsc.
Loop 3: cooled from above Tspw to A, reversed, warmed to B,
reversed, warmed to A and further to below Tsc. Inset: The
position of point B is shown. b) Corresponding log R vs. 1/T
plot of normalised extremal curves in cooling (solid line) and
in warming (open points).

341 8.6 < p<9.43kbar, Tsc < T < Tspw: SDW/metal

As shown in Figure 4, a strong hysteretic behaviour is
observed in this pressure and temperature range between
cooling and warming resistance curves leading to the sug-
gestion of an inhomogeneous electronic structure. One
possibility is the observation of the famous SDW2 state
awaited just below the critical pressure (see the discussion
below), but hysteretic behaviour vide-infra is not reason-
ably compatible with this image. The second possibility is
a phase segregation with the existence of metallic domains
in a SDW background whose characteristics (size and rel-
ative disposition) is strongly temperature dependent.
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Fig. 5. Resistance vs. current at 8.9 kbar. The zero resistance

is reached for currents as high as 123 A and it was not possible

to completely suppress the resistance drop even with a 1 mA
measurement current.

The extremal hysteretic resistance loop is recorded
when the temperature sweep starts above Tspw, reverses
below Tsc and ends above Tspw again. Different hys-
teretic loops appear when temperature sweep is reversed
between Tsc and Tspw (see Fig. 4a for a representative
situation at 9.1 kbar). Tsc values determined from either
cooling or warming curves are equal (Fig. 4b), within a
few mK, as for the direct metal-SC transitions described
above. It is quite interesting to note that a highly similar
hysteretic behaviour of the thermopower was observed in
the CDW state of (NbSes)10ls [24].

3.4.28.6 < p <9.43 kbar, T < Tsc: SDW/SC

In this pressure range, while SDW transitions are still well
defined, R vs. T curves are characterised by a sharp resis-
tance drop at T'= 1.2 £ 0.01 K. We consider this feature
to be the manifestation of the condensation of the free-
electron domains into superconducting domains. The SC
domains either could percolate and form large domains
for higher pressures, either, they could link, thanks to suf-
ficiently narrow weak-links allowing for Josephson effect
between them at lower pressures. Both mechanisms lead
to the zero resistance state.

Initially, at p = 8.65 kbar, the resistance drops to
about 30% of the resistance which would be observed if
an Arrhenius behaviour of the SDW state was extended
below 1.2 K. This drop is only observed if small (1 to
10 pA) measuring currents are used. For higher currents
(100 A), the resistance drop disappears and the usual Ar-
rhenius behaviour is recovered. Then at 8.9 kbar, for the
lowest currents, the resistance drops in fact to zero (below
our measurable limit of 0.001 m<). At 8.9 kbar the resis-
tance drop is suppressed concomitantly with the increase
of current as shown in Figure 5. Still, for an current of
1 mA, the resistance drop is far from being completely
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Fig. 6. Voltage-current, V-1 characteristics of the sample at
various pressures. (a) At 9.1 kbar, at lowest temperature 0.4 K,
the critical current (I. = 7 mA) is order(s) of magnitude higher
than at only 0.2 kbar lower pressure. (b) At 11 kbar the SC
state is considered to be homogeneous and I. reaches the max-
imum value of 40 mA.

suppressed (it was not possible to use higher current in
order to avoid Joule heating of the sample). Generally,
detection of zero resistance at the lowest pressures inside
the SDW/SC region requires the lowest measuring current
and/or the lowest possible temperatures.

As pressure is further increased to 9.1-9.3 kbar, a sharp
drop of the resistance to zero within 30—40 mK below the
onset temperature is obtained regardless the weak ampli-
tude of the current. In this high pressure regime, we used
the pulse technique to determine the critical current, I.
without heating effects: at 9.1 kbar, I, = 7 mA, but at
9.3 kbar, I, raised up to 30—40 mA as shown in Figure 6.
At 11 kbar, the critical current is of the same order of
magnitude.

4 Discussion
4.1 Detailed p, T phase diagram of (TMTSF),PFg

An accurate determination of both transition temperature
and pressure enables us to provide a precise Tspw vs.
pressure line, up to the critical point (p. = 9.43 kbar,
1.2 K) where the suppression of the SDW instability oc-
curs and the SC phase is fully established. That is, for all
runs below p., we have observed well defined and narrow
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Fig. 7. High pressure-low temperature phase diagram of
(TMTSF)2PFs material. SDW/M denotes the region where
metallic, M, and SDW phases coexist inhomogeneously, below
Tspw line (large full points). Below Tsc = 1.20 + 0.01 K line
(small full points), this coexistence switches into a coexistence
of SC and SDW phases, due to M-SC phase transition. A gra-
dient in shading (SDW/SC region) below Tsc denotes the in-
crease in volume proportion of SC phase in the bulk sample. In
inset: Our diagram is completed with data taken from Biskup
et al. (open points). Solid curve is the fit to our empirical for-
mula for Tspw vs. p dependence (Eq. (1)).

metal-SDW transitions. For pressures close to the critical
point, the transitions are becoming broader as reported
in references [11] and [25]. However, thanks to the good
quality of our sample, this effect did not prevent the deter-
mination of the transition temperatures even at pressures
close to the critical point. This is a salient result of this
work because Brusetti et al. [11] and Biskup et al. [25]
claimed that the SDW transition broadens with pressure
approaching the critical pressure. Consequently, they were
unable to perform an accurate study of the Tspw vs. pres-
sure phase boundary at pressures close to pe.

Our data combined with the study of Biskup et al.
which have determined normal state-to-SDW transition
temperatures in the range 1 bar to 7.5 kbar, allow to
present a p, T phase diagram of (TMTSF)2PF¢ displayed
in Figure 7. The fit to an empirical formula which takes
into account the fact that p. is found at Tsc = 1.2 K, and
not at T'= 0 K leads to

Tspw(p) = T1 — [(T1 — Tsc)(p/pe)?]. (1)

Here Tsc is the experimental value whereas T} =
Tspw(l bar) and p. are free parameters. Best parameter
values are 77 = 12.0 £ 0.15 K and p. = 9.43 £+ 0.04 kbar.
Obviously, T and p. values correspond excellently to the
experimental ones despite the fact that they were obtained
as the only free parameters in the fit. It is also interesting
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to note that the Tspw pressure dependence seems to be a
pure cubic one.

4.2 Quantification of the domain fraction
in the inhomogeneous SDW regime

There are several features in our experimental data sub-
stantiating the coexistence of phases, SDW/M above 1.2 K
and SDW/SC below 1.2 K. Hysteresis presented in the
Figure 4 is the primary, still only qualitative one. But
the other two features (besides evidencing for the coex-
istence) lead us to the possibility of quantification of the
phases volume fraction in the bulk. Indeed, we consider
the orders of magnitude change in the critical current, as
presented in Figures 5 and 6 directly proportional to the
change in the effective cross-section taken up by supercon-
ducting domains for SDW/SC coexistence situation. For
the SDW/M situation we intend to show that the change
in the effective cross-section taken up by metallic domains
may be incurred from the orders of magnitude change in
the resistance of the sample for pressures inside the 8.65
— 9.43 kbar region.

In the following we make the assumption that the sam-
ple in the inhomogeneous regime behaves as a composite
made of two materials. The two materials having the prop-
erties of the sample at 11 kbar (pure SC ground state) and
6.8 kbar (pure SDW ground state) respectively.

421 T < Tsc: Quantification of the SDW/SC domain
fraction

At 11 kbar, the pressure is sufficiently far above the critical
pressure to have a fully homogeneous state, either metal-
lic or SC. Measurements of the critical current from 0.4
to 1.0 K, at this pressure, emphasize this (Fig. 6b). That
is, one may divide U/I for the highest currents, which
completely suppress SC state, and will recover a resis-
tance which is comparable to the resistances measured
above Tgc at this same pressure (values of order of m(2).
Obviously, high currents take the sample from purely su-
perconducting state to a purely metallic state. We con-
clude then that superconductivity is here homogeneous
through the whole cross-section of the sample with a crit-
ical current density of J. = 200 A /cm?. Since Tsc is nearly
constant in the whole pressure range of the inhomogeneous
regime, so should the critical current density.

In the inhomogeneous regime, we can model the sam-
ple as alternating insulating (SDW) channels and free
electrons (eventually superconducting) channels. For sim-
plicity, the channels are assumed to extend longitudinally
from one end of the sample to the other. A change of
pressure is equivalent to a change of the cross-section of
the metallic (or SC) channels and of the SDW channels.
We use the crude approximation that c is temperature in-
dependent. In the inhomogeneous regime, in the absence
of any weak links along the conducting channels, the SC
fraction of the sample cross-section is given by the respec-
tive I, value divided by I.vax measured at 11 kbar, in
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the pure SC state. Accordingly, at pressures in the inho-
mogeneous regime, the critical current is lowered, e.g. at
9.1 kbar, I. = 7 mA (Fig. 6a). The respective values for
other pressures are given in the Table 1.

The resistance recovered for currents above the criti-
cal value at 9.1 kbar is only 12 mS2, i.e. about 25 times
smaller than the resistance of the sample just above Tsc
at this same pressure (see Fig. 3). This feature can be
ascribed to an electric field overcoming the field required
for the depinning of the SDW state. Actually, we calcu-
late the electric field to be of the order of 20 mV/cm at
a measuring current of 7 mA (T = 1 K) using the data
for the 9.1 kbar pressure run. This electric field is about
four times the value of the depinning field measured in
(TMTSF)2PF¢ [26] or (TMTSF)3AsFg, [27] at ambient
pressure. The conductance at high currents is therefore the
sum of the sliding SDW conductance (which still depends
weakly on current) and the conductance of the deconden-
sated free electrons in the suppressed SC, now metallic
domains.

422 Tsc < T < Tspw: Quantification of the SDW/M
domain fraction

The principle of additive conductances leads us to a
second, independent procedure, for quantification of the
SDW /non-SDW domain fraction. We come back to the
resistance curves and extract the non-SDW fraction, c,
and SDW fraction, 1 — ¢, from the resistance data in
the Ts¢ < T < Tspw temperature range. Again, we
model the sample as alternating insulating (SDW) chan-
nels and free electrons (eventually superconducting) chan-
nels. Thus, the fraction parameter c is related to effec-
tive cross-sections, not the volume of domains. Using this
“rigid model”, the Arrhenius law conductivity can be re-
calculated as:

o(T) = com + (1 — ¢)ospw. (2)
In terms of the resistance we get:
1/R(T) = c¢/Ry + (1 — ¢)/Rspw (3)

where R,, is the resistance of a 100% metallic sample and
Rspw = Rooexp(A/T). Fitting the experimental data
log R vs. 1/T to equation (3) gave quite good fits as pre-
sented in Figure 3 with the series of dotted lines. The
fit parameters ¢, A and R, are given in the Table 1. The
observed decrease of Ry, with pressure is the clear demon-
stration of the increase of the metallic fraction of the sam-
ple. The observed evolution of A with pressure is less clear.
In pure SDW regime it decreases with pressure, scaled
with the transition temperature. Indeed 24 = 2.4Tspw,
although the BCS factor would be 3.52. Further, in the
inhomogeneous SDW regime A assumes more or less con-
stant value. We attribute such a result to the fact that the
fitting procedure was performed in rather narrow temper-
ature spans, Tsc < T < Tspw-
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4.2.3 Correlation of the two quantification procedures

Our study shows that the coexistence regime extends over
the 8.65 kbar—9.43 kbar range (Ap = 0.78 kbar). Figure 8
shows the correlation between the two independent quan-
tifications of the non-SDW fraction c¢. These were ob-
tained either by critical current measurements in the SC
state (y-axis, Iomax = 35 mA), or by resistance measure-
ments (z-axis, ¢ from the recalculated Arrhenius law) for
Tsc < T < Tspw range. We therefore plausibly demon-
strate the existence of two regimes: a higher inhomoge-
neous regime (9.1-9.43 kbar) where SC domains extend
from one end of the sample to the other, and a lower
inhomogeneous regime (8.65-9.1 kbar) where Josephson
junctions (or phase slip centers [28]) are present along the
conducting channels and further reduce the critical cur-
rent to lower values.

4.3 The phase segregation scenario

The problem of the metal-insulator transition under pres-
sure has been extensively studied in the context of the
canonical Mott transition [29]. The picture proposed by
Mott relies on the existence of a first order phase transi-
tion between homogeneous metallic and insulating phases.
According to Mott there exists a critical pressure at which
the specific volume jumps discontinuously from its value
in the insulating state to the value in the metallic one.
The model proposed by Mott did not require a phase
segregation regime but only a volume discontinuity from
one homogeneous state to the other. The situation for
(TMTSF)2PFg is quite different as experimental data pre-
sented above show the existence of a rather broad pressure
domain in which the two different orders coexist therefore
ruling out the picture of the canonical Mott model. Hence
it is the experimental data which have imposed the search
of an other approach based on a variational theory lead-
ing to an inhomogeneous phase with an energy lower than
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the energy of homogeneous states (SDW or Metal). In
the following, we propose a discussion of the experimental
data in the framework of the Fermi liquid picture, which
is expected to be valid in this low temperature part of
the phase diagram. We have to study the relative stabili-
ties of different phases: the metal, the spin density wave,
the superconducting phase, but also, of course, possible
phases where coexist either a SDW phase and a metal-
lic phase, or, at lower temperature, a SDW phase and a
superconducting one.

In order to discuss the stability of the SDW phase, it
is therefore essential to model the Fermi surface geome-
try, i.e. the non interacting electrons dispersion relation.
We shall describe the non interacting electron gas by the
following two-dimensional dispersion relation:

e (k) = vr (|kz| = kp) + 11 (Ryb) . (4)

This dispersion has been linearised around the Fermi level,
along the direction a, corresponding to the highest con-
ductivity, vg is the Fermi velocity and ¢, (k,b) describes
the periodic warping of the Fermi surface along b the sec-
ond direction of high conductivity. The third direction,
which does not play a major role in this problem, has been
ignored. In general, t | (k,b) is responsible for a nearly per-
fect Fermi surface nesting, which means that there exist a
nesting wave vector Q obeying:

e(k)~—e(k+Q)

for any wave vector k of the Fermi surface. The simplest
model is given by the following choice [30,31]:

t) (p) = —2t,cosp — 2t;) cos 2p. (5)

For t;) = 0, the Fermi surface is perfectly nested, with wave
vector Q1 = (2kp,7/b). Deviations from perfect nest-
ing, which destabilize the SDW phase, are described by
a unique parameter t;. This is an oversimplified descrip-
tion of the Fermi surface geometry, which can be improved
by taking into account multiple site transverse transfer
integrals [32]. However, we limit, here, our discussion to
this simple one-parameter model, which gives the essen-
tial physical features. The straightforward extension to a
multiple transverse transfer integral model will be given
in a forthcoming paper. The critical temperature for the
formation of the SDW phase, Tspw is given by

X’ (Q,t},,TSDW) =1/A (6)

where x° is the susceptibility of the non interacting elec-
trons and A is a phenomenological parameter describing
the strength of the electron interaction. The wave vector
of the magnetic order Q = (Q4, Q) should correspond to

the maximum of y° Q,t;, TC). In our simple model, we

obtain the well known result:

(Q4.7) =N ()
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where B = A/4xT, N (0) = 1/ (2nvpb) is the density of
states at the Fermi level, (---) means averaging over the
transverse momentum p, Fy is a cutoff proportional to the
bandwidth, 1 is the digamma function and:
A(p) = Qo — 2kr + (1/vr) [tL (p) + 11 (p— Qyb)]. (8)
Several authors [16,17] have considered two different
SDW wave vectors. At zero temperature, the best nesting

wave vector, denoted Qs in the literature, connects the
inflexion points of the Fermi surface. It is given by:

0 02

At high temperature, when T becomes of the order of t; ,
deviation from perfect nesting becomes irrelevant and the
best nesting wave vector is Qi = (2kr,7/b). According
to Hasegawa and Fukuyama [17], Q2 (T) varies with tem-
perature and jumps to Qi at a critical temperature T* =
O.232t; (for ﬁb/t;7 = 204/2 ). However, as far as we know,
no clear experimental evidence of this first order transition
has been given.

We first discuss the stability of the homogeneous
SDW; phase with non varying wave vector Q1. When ap-
plying a pressure, the essential feature for this stability is
the increase of t;). The critical line for the homogeneous
order is given by the Stoner criterion (Eq. (6)). For a given
interaction ), there is a critical line value t,* (T), which
means a critical pressure p. (T') at which the magnetic or-
der disappears. The ratio Tspw /t;*, where Tspw is the
magnetic critical temperature, is a universal function of
B=t,/t; [16,17).

What is revealed, in fact, by the experimental data
described above, is the simultaneous formation of two dif-
ferent phases SDW /Metal or SDW/SC, according to the
temperature. However, this coexistence corresponds to a
segregation in the direct space, not in the reciprocal space.
It is quite plausible that such a segregation is not produced
on a microscopic scale (I < £ , where £ is the correlation
length) or a mesoscopic scale( I ~ &), but rather on a
macroscopic scale (I > £ ), which is much more favorable
to the carrier localisation energy necessary to spatially
confine the electrons, but also to the interface energy nec-
essary to create domain walls between regions of different
orders.

We give very simple and general arguments proving
that, near enough to the critical line for the formation
of an homogeneous SDW phase, a spatially heterogeneous
phase has a lower free energy than the homogeneous SDW
phase. The origin of such a phenomenon is due to the
following essential physical features:

— The relevant quantity on which depends the SDW or-
der stability is ¢,. Applying a pressure increases ¢, and,
therefore, the SDW free energy F,, (t;), up to a crit-

ical value t;)* at which the homogeneous SDW phase
disappears.
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— The SDW stability decreases very strongly
near t;)*. The slope of the critical line is very
large.

— The relevant quantity to stabilize the SDW phase
near t;)* is b, the unit cell parameter along the y-
direction. Indeed, increasing b strongly decreases t;),

and, therefore, strongly lowers Fy, (t;)

— It is always favorable to create a heterogeneous phase:
one part, the volume of which is (1 — ¢) £2, has a cell
parameter b + 0b; and is magnetic, with a lower mag-
netic free energy because of the lower b parameter; the
other part, the volume of which is ¢f2, is metallic and
has a cell parameter b — dbo,({2 is the total volume),
which imposes dby/db1 = (1 —¢) /c. The latter rela-
tion implies the constant volume assumption which is
considered in the present model (see also Sect. 5 for ad-
ditional arguments). The elastic energy cost for such

a deformation is, indeed, proportional to ((5b)2 and,
therefore of second order, while the deformation al-
lows to gain a magnetic free energy proportional to

the first order quantity (ad%) ( 52 | 0b. The larger
b

the slope(%) , the larger the free energy lowering.
b

The physical picture is clear: near enough to the “ho-
mogeneous critical line”, for a pressure lower than the
critical pressure, the formation of macroscopic metallic
domains or “ribbons” (in this 2D model), with a lower b
parameter, parallel to the direction of highest conductiv-
ity, allows the formation of SDW “ribbons”, which on the
contrary have a larger b parameter. The elastic energy
cost is

AEelastic = (]- - C) K (5b1>2 + cK (51)2)2
— Lk (5by)?
Cc

(10)

where K is an elastic constant. The magnetic free energy
lowering, compared to the homogeneous phase free energy,
is given by

AFy = (1—¢) (aaitz”) (%%) 8by — cF, (t;) . (11)

This linear approximation is quite satisfactory because the
derivative is quite large. Minimizing the total free energy
AFiota1 = AFEelastic + AF,, with respect to db; and ¢ , we
find that the stable phase is heterogeneous, with a frac-
tion ¢ of metallic phase forming macroscopic metallic do-
mains parallel to a:

. % - 2K sgn (t;) 715;*) !Fm (t;)‘ . a2)

2 2
OF, ot
at; ob
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The free energy of the heterogeneous phase is given by

) 2
1 (or, \2 (ot '
[ () -5
4 1 (oF, )\ (01 2
= (5) (%)

On the “homogeneous critical line”, the fraction of
metallic phase is ¢ = 1/2. It decreases as t, or the ap-
plied pressure decreases and vanishes when:

N\ 2
i)l (52) (3) oo

which defines t;n , the lower critical pressure for the forma-
tion of the heterogeneous phase. For t;) < t;n , the stable
phase is an homogeneous SDW phase.

In a symmetrical way, for t;) larger than the critical
value, i.e. when the homogeneous phase is metallic, the to-
tal free energy is lowered by the formation of SDW macro-
scopic domains, forming magnetic “ribbons” along the a
direction. An expression quite similar to the case t; < t;*
can be obtained. We find again that ¢ = 1/2 on the “ho-
mogeneous critical line” and increases with t;, i.e. with
the applied pressure and goes to 1 when:

2
1 (0F,\* (ot
4K ( at;) (%) (15)

which defines t;ﬁ , the upper critical pressure for the for-

AFtotal = < 0.

(13)

F,, (t;) - t;ﬂ) -

mation of an heterogeneous phase. For t; > t;z , the stable
phase is an homogeneous metal.

In Figure 9 we have displayed schematically the pres-
sure dependence of the magnetic condensation energy and
the stability domain of the spatially modulated phase with
the energy of the inhomogeneous phase (continuous line)
which is lower than that of the unstable homogeneous
phase (dashed line).

It should be stressed that we did not take into ac-
count the energy necessary to form domain walls between
the metallic and magnetic domains. We did not take into
account either the energy necessary to localize the carri-
ers within a domain. Since the domains are believed to
be macroscopic, the corresponding corrections should be
quite small.

Clearly, at lower temperatures, the macroscopic metal-
lic domains should undergo a transition to a supercon-
ducting order, since the phase diagram exhibits a compe-
tition between magnetic and superconducting orders. We
have, therefore, to investigate the formation of an hetero-
geneous phase, with coexisting SDW and superconducting
domains. Similar calculations can be done by including the
superconducting phase free energy, Fy, which will be as-
sumed to be independent of t;. Such an approximation
is certainly valid in the narrow pressure range considered
here. We shall not make any assumption, neither on the
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Fig. 9. Schematic behaviour of the energy in the instability
domain. The z-axis is t;, but can be the applied pressure as
well.

physical mechanism inducing the superconductivity, nor
on the symmetry of the order parameter. We shall only
suppose that Fj is given by the usual mean field expres-
sion. As above, we find that the total free energy is low-
ered by the formation of an heterogeneous phase, on both
sides of the “homogeneous critical line”, with a volume ¢
of superconducting domains and a volume (1 — ¢) of SDW

. . ’ ’ o, .
domains. ¢ vanishes for ¢, < t,; where the lower critical

value t;)3 is given by:

2
: 1 (0F,\* (ot
)= () () = 0o

Since Fy; < 0, the coexistence region gets broader when
the superconducting order grows as T" — 0. In the same
way, in the superconducting region of the homogeneous
phase diagram, the total free energy is lowered by the
formation of a fraction(l — ¢) of SDW domains. On the

.o, . . ’
“homogeneous critical line”, ¢ = 1/2 and increases when ¢,
. .o . ’ .
increases, up to an upper critical value t,,, given by;

2
: 1 (0F,\" [ ot,
Fon (t) = 112 <—8t;) ) (%) +F. (17)

In order to calculate explicitly the critical lines, it is
necessary to evaluate the magnetic free energy F,, (t;)

Its expression can be found in the literature. Near the
critical line, a Landau expansion can be written [33]:

SWTSQDWN (0)
Re (¢ (1 +iB))

0 0
ai dT + axl
at,

Fm = oT

dt;} . (18)
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ax’ .
8)1:(’ are well known universal
b

functions of 8 = t, /t,*, given in the literature [33],

. "% Ox° -
The quantities ¢," %% and t,

’

)

Tspw

oo (50))

. OX° o
» OX N (0) =2

t o =
b oty

! % aXO

(19)

Tspw
xIm <7r_1 cos (2p) ¢’ (% + 1B> > (20)

where v’ is the trigamma function. These expressions al-
low a complete determination of F;, close to the criti-
cal line.

In the limit of vanishing temperature, the magnetic
free energy becomes the SDW energy:

Fin (t;) ~ N (0) {(t;,)Q - (MO)Z}

where My is the magnetic order parameter at zero tem-
perature. Expressions (18-21), together with the standard
mean field expression for Fy allow a complete determina-
tion of the critical lines ¢ = 0 and ¢ = 1, which give the
limits of stability of the heterogeneous phase in the (T’ t,)
plane, or, equivalently in the (T, p) plane. A schematic il-
lustration of the theoretical phase diagram is displayed on
Figure 10.

We would like to emphasise that, within our model, we
do not expect any pressure variation of the superconduct-
ing critical temperature T¢, as experimentally observed, in
the heterogeneous phase. It is possible to interpret T, as
the ordering temperature of the metallic domains. Never-
theless, we expect the superconducting ordering increases
the width of the pressure range in which the heterogeneous
phase is stable, because it lowers the total free energy.

The maximum width of the stability region of the het-
erogeneous phase is obtained at zero temperature. We
consider the following numerical values of the parame-
ters entering the model: Ey = 3000K, t;) = 10K [31,34],
Fe = 1K /kbar [35,36], 182 = 3x 1073 kbar~* [37]. These
values can be considered as typical. We obtain a pressure
range of stability of the heterogeneous phase of the order
of 1 kbar. The agreement with experiments can be con-
sidered as extremely good, if we consider the crudeness of
the model.

We discuss now the case of the SDW, phase cor-
responding to the wave vector Q2 Near to the transi-
tion between SDW; and SDW- studied by Hasegawa and
Fukuyama [17], a Landau expansion of the magnetic free
energy similar to equation (18) can be given, but with dif-

é;t(,o . It is known that the absolute
value of the critical line slope is smaller for the SDWy
phase [33,17]. For that reason, the free energy lowering

associated to the formation of an heterogeneous phase is

(21)

BXO
ferent values of = and
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Fig. 10. Schematic phase diagram showing the inhomogeneous
SDW/M and SDW/SC phases in the vicinity of the critical
border. The z-axis can be the applied pressure as well. The

heavy lines in the homogeneous phase region correspond to
Q1 and Q2 SDW states.
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larger when the magnetic phase is the SDW; phase. We
therefore expect that the formation of the heterogeneous
phase SDW; + Metal precludes the formation of the SDW,
phase, at least near the region of transition between SDW1
and SDW5.

It is also possible to discuss the stability of the SDWy
phase in the limit of zero temperature. Hasegawa and
Fukuyama [17], as well as Yamaji [16], have studied theo-
retically the stability of an homogeneous SDW phase. As a
result, they predict the stability of an homogeneous SDW,
phase in a narrow pressure range, for p larger than the
critical value p.; at which SDW; disappears, but below
a second critical pressure p.o. However, in this pressure
range, while the magnetic free energy F, (t,) is slightly
lower for the SDW5 phase, the absolute value of the slope

OFm
5
vanishes at p = pc2. The lower slope leads to an energy
decrease associated to an heterogeneous phase which is
lower than in the case of the SDW; phase and vanishes as
p — pe2. Using the same model of non interacting Fermi
surface as ours, Hasegawa and Fukuyama calculated that
the SDWs phase is stable up to t; = 1.0315;* [17], which
leads to a pressure range for the SDWj stability certainly
smaller than 0.3 kbar. Yamaji obtained a similar result for
the same Fermi surface [38]. If this result is correct, within
this pressure range, the heterogeneous phase SDW;+ SC
phase (Het; phase) is quite probably more stable than
the homogeneous SDWy (Homs phase). In such a case, the
latter magnetic phase could not be observed, which might

is much smaller than in the SDW; phase and almost
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explain why no experimental signature of a transition be-
tween different magnetic phases has been seen in this part
of the phase diagram. However, it should be stressed that
Yamaji has studied the stability of the SDW5 phase using
a more realistic Fermi surface model, which seems more
favourable to the SDWj stability [16]. Further work is
necessary to determine the relative stability of Het; and
Homs phases, when a realistic Fermi surface is taken into
account.

5 Conclusion

In summary, this new visit to the p, T phase diagram of
(TMTSF)sPFg enables us to reach a better understand-
ing of the cross-over between SDW and SC ground states.
The experimental results suggest that a picture of coex-
isting SDW and SC macroscopic domains prevails in a
narrow pressure domain of ~0.8 kbar below the critical
pressure marking the establishment of an homogeneous SC
ground state. In spite of a volume fraction of a SC phase
strongly depressed at decreasing pressure in the coexis-
tence regime we could not detect any significant change
of Tsc.The early claim for the absence of SDW/SC coex-
istence in the vicinity of the critical pressure [13] based
on the observation of an EPR response typical for the su-
perconducting instability, can now be understood by the
impossibility of the EPR technique to observe the very
broad signal coming from the SDW domains.

We have proposed a very simple model which, on the
basis of quite general arguments, leads to the formation of
a heterogeneous phase, near the critical line of the homo-
geneous magnetic phase, on both sides of it, where coexist
metallic and magnetic domains and, at lower T', magnetic
and superconducting domains. This result provides a quite
plausible interpretation of the data reported here. Obvi-
ously, the same kind of arguments might apply to other
competing instabilities. What we are proposing is a vari-
ational theory which says that it is possible to find an in-
homogeneous phase with a free energy which is lower than
the energy of the homogeneous states (SDW or metal). We
took for simplicity the assumption that the total volume of
the sample is kept constant. In any variational calculation
some constraints are, of course, necessarily imposed on the
trial wave functions or trial states. Here, we have chosen,
as a variational constraint, the constraint of a constant
total volume, for the sake of simplicity. Our variational
calculation shows that a state exhibiting a “coexistence”
(or phase segregation) has a lower free energy than the
homogeneous phase. However, such a free energy lowering
is not due to the constraint. If we relax the constraint, the
free energy of the inhomogeneous state could still decrease
and be even more stable than that of the homogeneous
state. But then, the model should rely very much on the
detailed pressure dependence of the SDW condensation
energy versus pressure.

As far as organics are concerned, it is interesting to
mention that similar phenomena have been reported to
arise in the recently discovered superconductor of the
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TMyX family, (TMTTF);PFg, under very high pres-
sure [39] but the extreme pressure conditions of the latter
compound made a detailed study impossible. An other
situation may be encountered with the coexistence of
two possible anion orderings namely (1/2,1/2,1/2) and
(0,1/2,1/2) in the salt (TMTSF)2ReO4 under pressure de-
tected by X-ray scattering [40]. We may anticipate that
the coexistence domain will also be characterised by a
segregation between metallic regions (associated to the
(0,1/2,1/2) order) and (1/2,1/2,1/2) anion-ordered insu-
lating regions [41]. A coexistence between SDW and SC
orders has also been mentioned in this latter compound
in the narrow pressure domain 8 £ 0.25 kbar [41].

Furthermore, an immediate consequence of the ex-
istence of magnetic macroscopic domains in the super-
conducting phase is a large increase of the upper crit-
ical field H., which had been reported long time ago
by Greene and Engler in (TMTSF);PFg [10] and by
Brusetti et al. in (TMTSF)2AsFg [11]. Finally, Duprat
and Bourbonnais [42] have recently performed a calcula-
tion of the interference between SDW and SC channels
using the formalism of the renormalisation group at tem-
peratures below the 1D cross-over in the presence of strong
deviations to the perfect nesting. This calculation shows
the possibility of reentrant superconductivity in the neigh-
bourhood of the critical pressure and can explain the de-
viations of the A/Tspw ratio from the BCS ratio in the
vicinity of the critical pressure due to the non-uniform
character of the SDW gap over the Fermi surface (al-
though similar deviations are also obtained, for the same
physical reason, in a simple mean field treatment [43]).
Very likely, merging the results of reference [42] with the
present coexistence model could improve the overall the-
oretical description.

We would like to thank very warmly M. Konczykowski for pro-
viding the sensitive pressure gauge. The stay of T. Vuleti¢ at
LPS, Orsay was in part supported by the project Réseau for-
mation recherche of Ministry of Education and Research of the
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